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Abstract Results from the measurement of the heat of

reaction of hydrothermal carbonization by power com-

pensated differential scanning calorimetry exhibited a

comparably high experimental standard deviation of

around 10–20%. The reasons for this standard deviation

have been investigated and are being presented in this

article. The zeroline deviation and its repeatability showed

a decisive influence on the measurements due to the length

of the thermal effects (several hours) and the experimental

setup (high thermal capacity due to pressure capsules and

hydrothermal conditions, type of calorimeter). It was

quantified by reference runs and compensated mathemati-

cally. In addition, conceptual issues due to the propagation

of uncertainty by sum operations are derived. There is an

optimum peak length after which the uncertainty rises due

to this uncertainty propagation. This optimum is at a signal

level within the noise level. However, the contribution of

this uncertainty showed little significance compared to the

zeroline deviation and thus could be neglected. Results

from hydrothermal carbonization of glucose show a mean

value of 1060 J/gdaf with a standard deviation of 14% for

the presented experimental setup. These values include

compensations of systematic errors, including the zeroline

deviation, baseline correction, leakage, and transient

effects, which are discussed in detail.
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Abbreviations

DSC Differential scanning calorimetry

HTC Hydrothermal carbonization

Daf Dry ash free

Rel Relative (uncertainty)

Sys Systematic (error)

r Standard deviation

Introduction

Being a reliable analysis method for the determination of

caloric effects, power compensated differential scanning

calorimetry (DSC) was applied to determine the heat of

reaction of hydrothermal carbonization (HTC). Recently,

this reaction has attended increased interest for the con-

version of biomass to a coal-like substance [1–4]. It was

published early that HTC is an exothermal reaction and its

heat of reaction has been estimated based on a simplified

stoichiometry [5]. The need of more detailed measurements

has been identified and experimental investigations per-

formed by calorimetric analyses [6] and by mass and

energy balances [7]. However, residence times have been

comparably short (several minutes) due to different inten-

tions, which resulted in a heat of reaction close to zero. In

contrast, hydrothermal carbonization reactions take place

over a range of several hours. First measurements with a

DSC of such long residence times were characterized by

a comparably high standard deviation of up to 14%. The

cause of this relatively high uncertainty has been investi-

gated in detail and will be discussed and presented here.

Hydrothermal carbonization of biomass is a reaction that

takes place in subcritical liquid water, usually at tempera-

tures around 180–250 �C and a residence time of several
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hours [3–5]. Dehydration and decarboxylation take place,

yielding a solid product that closely resembles natural

lignite except a higher content of oxygen-containing

functional groups [8]. To achieve the necessary reaction

conditions, closed crucibles have to be used that can

withstand the vapor pressure of water at the investigated

temperatures, i.e., pressures up to 40 bar. Due to this

additional thermal mass of the pressure capsules and the

amount of water present, any heat effects will be smeared.

More important, the reaction is very slow leading to low

heat flows (typically less than 5 mW), which are spread

over a length of several hours (typically 4–6 h). In addi-

tion, sample weight is limited to about 4–6 mg due to the

volume of the capsules.

In consequence, the influences of baseline determination

and zeroline repeatability increase, which is being dis-

cussed first. The resulting issue of defining a peak end

gives rise to more fundamental issues related to the prop-

agation of uncertainties. These issues are addressed and

quantified for the given application in the calorimeter used.

Results from the chosen experimental setup of HTC of

glucose are presented and two different evaluation methods

are compared, focusing on systematic errors and their

compensation.

Zeroline deviation and baseline determination

According to ISO 11357-1:1997, the baseline is defined as

the ‘‘part of the recorded curve outside, but adjacent to, the

reaction or transition zone. In this part of the recorded

curve, the heat flux difference is approximately constant.’’

It is used to derive a ‘‘virtual baseline’’ (most commonly by

interpolating or extrapolating the baseline) which acts as

reference for the calculation of the peak area of the

investigated heat effect. Thus, the determination of the

baseline and the choice of a virtual baseline are decisive for

the result of a measurement.

The measured curve with empty crucibles is called

zeroline and is a characteristic of each calorimeter. In

theory, it should be equal to zero, however, it is not pos-

sible to produce such a perfectly symmetrical DSC and the

zeroline will always deviate from zero [9]. This zeroline

deviation can be adjusted to a certain extent in between two

measurements. However, due to the length of a run of

[20 h in the presented case, significant long term drift will

always remain. In addition, the slope and magnitude of the

zeroline are not repeatable between the runs (as will be

shown below).

The influences of the zeroline deviation and the baseline

determination depend on the temperature program used.

Temperature scans have been applied for the presented

case of HTC but the results could not be interpreted. The

reasons are most likely phase transition and dissolution of

some of the (by)products in water at temperatures above

100 �C (both effects have been observed during other

experiments). Therefore, isothermal runs have been used

(i.e., the heat flow was measured as a function of time at

constant temperature). In that case, the short term noise of

the calorimeter should be higher than the long term drift

[9]. Zerolines recorded by the used calorimeter showed a

mean short term (1 min) peak-to-peak noise of 0.047 mW

with a standard deviation of 0.030 mW (pressure capsules

with the same amount of water without any sample have

been subjected to 240� over 10 h). This noise level is more

than one magnitude higher than the technical specification

(which is still being met and has been confirmed by

test runs without any crucibles). Already over the length of

1 h, the peak-to-peak drift was significantly higher at

0.110 mW with a standard deviation of 0.008 mW, mainly

due to transient effects of the rapid heating in the beginning

of the run. To assure a completely reacted sample, one run

was set to 10 h. Over such a period the peak-to-peak drift

rose to 0.265 mW with a standard deviation of 0.012 mW.

Given these results, which were determined from six zer-

olines of each 10 h length, isothermal runs are not expected

to give accurate results. Despite this inaccuracy, isothermal

runs were performed due to the inconsistent data from

temperature scans and the need to assess the heat of reac-

tion for this specific case. This requires dealing with the

zeroline deviation to reduce the inaccuracy of the result, as

presented in the following sections.

Usually, the virtual baseline is created by an extrapo-

lation of the heat flow after the reaction is completed for

the case of isothermal runs [9]. Given a high repeatability

of the zeroline, the heat flow should be constant after the

reaction when the zeroline has been subtracted. This is not

the case for the chosen experimental setup. There remains a

certain slope once the reaction can be assumed to be

completed. This slope cannot be used for an extrapolation

because it stems from a low repeatability of the zeroline

and therefore cannot be assumed to describe its behavior

well enough to increase the accuracy of the result. In

consequence, the baseline cannot be given a specific shape

and it has to be assumed horizontal. This is a major

drawback, because the error due to the (virtual) baseline

uncertainty is directly proportional to the length of the

measurement, i.e., comparably high for the discussed case:

an uncertainty of ±0.01 mW can result in a deviation of

the result of above ±40 J/g over the length of the reaction.

Reducing the interval of integration for the determina-

tion of the peak area can reduce this negative impact by a

reduction of the zeroline deviation which tends to rise over

time and thus indirectly by a reduction of the contribution

of the error connected with the creation of the virtual

baseline. In order to reduce the uncertainty connected with
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the determination of the virtual baseline, it has to be con-

cluded that it is important to define the start and the end of

the peak of a heat effect (i.e., the interval of integration)

rather than integrating over the whole range of data.

Uncertainty propagation by sum operations

Inevitably, the measurement signal of heat effects will

disappear in the noise level of any calorimeter used at one

point. Apart from the difficulties to determine this point, it

cannot be avoided that there is a part of the measurement

data which will not be considered for the calculation of the

result despite the fact that it contains information from the

heat effect investigated. These issues are increased by long-

lasting heat effects and smeared data, which is the case

discussed here. Theoretical considerations for the propa-

gation of such uncertainties need to be derived in general

and applied to DSC to allow for a quantification of these

effects and to assess their significance.

Theory

It is known that sum operations are unfavorable for the

propagation of uncertainties when compared to multipli-

cation. They are inevitable for the calculation of areas

below measured curves of an unknown function (numerical

integration) as is the case for DSC measurements. How-

ever, the extent to which the propagation of uncertainty by

sum operations contributes is not completely independent

of the length of the interval of integration and hence of the

evaluation method used. A derivation for the uncertainty

propagation by Gauss for the integration of an interval of a

measurement signal X shows that the overall uncertainty

UY,Gauss of the measurement result Y rises with the number

of sum operations (n) performed, i.e., with the length of the

interval of integration (under the assumption of a constant

uncertainty of the measurements UX):

Y ¼
Z t

0

XðtÞdt �
Xn

i¼0

XðiÞDt ð1Þ

UY ;Gauss ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n � ðDt � UXÞ2

q
¼

ffiffiffi
n
p
� Dt � UX ð2Þ

It should be emphasized that this is valid only for an

increase of the integration interval and not for increasing

the amount of calculation steps within a given interval

(i.e., increasing the resolution of a measurement). The

conclusion that can be drawn appears trivial at first sight:

the integration interval should be limited to the range of

data points which exhibit a measured signal. This result

generally is independent of the function that describes the

curve. However, it changes when considering the relative

uncertainty which is more meaningful than the absolute

uncertainty. The relative uncertainty decreases with every

increase of the interval of integration (i.e., with every

additional measurement) for an arbitrary oscillation around

a non-zero constant value. This can be shown by an

analytical solution.

X tð Þ ¼ a � sinðb � tÞ þ c ð3Þ

UY ;gauss;rel ¼
Dt � UX

c
ffiffiffi
n
p
� Dt þ a

b
ffiffi
n
p 1� cosðb � n � DtÞ½ � ð4Þ

However, if the parameter c is zero or decreases

exponentially, the relative uncertainty increases for large

values of n.

Application to differential scanning calorimetry

In many applications, it is necessary to determine a limited

area below a measurement curve, as is the case for calo-

rimetry. These areas are most often described by an

exponentially shaped peak and therefore the issue of

defining an interval of integration to reduce the relative

uncertainty applies (see Eq. 4). At some point of the inte-

gration along the measurement curve, one will encounter

an optimization problem because the relative contribution

of the random uncertainty will become higher than the

reduction of the systematic error due to the part of the area

which is not covered by the integration (see also Fig. 3).

This issue is illustrated by an exemplary peak described

by two exponential functions:

XðtÞ ¼ a½expðb � tÞ � expðc � tÞ� ð5Þ
b; c� 0

The relative uncertainty is determined by the addition of

the (known) systematic error due to the missing part of the

peak area and the random uncertainty of the measurement

signal propagated according to Eq. 2

UY ;rel ¼
UY ;sys þ UY ;gauss

Y

¼
a=c expðc � n � DtÞ � a=b expðb � n � DtÞ
�� ��þ ffiffiffi

n
p
� Dt � UXj j

ab�c
b�c

�� ��
ð6Þ

It should be noted that Eq. 6 does not account for the

subtraction of a zeroline. In case a repeated process is

subtracted from the measurement signal (according to the

procedure of ISO 11357-5:1999), the contribution of

the random uncertainty rises by a factor of
ffiffiffi
2
p

due to

the addition of another sum operation according to

Eqs. 1 and 2.

In Fig. 1, a relatively broad peak of several hours that

represents a curve fit to experimental data obtained from an
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HTC reaction (a = 3.3907; b = -0.0047; c = -0.0006)

is shown as broken line. The uncertainty of this measure-

ment signal UX has been determined by measuring the

noise level of the calorimeter (see below). A confidence

interval of 3r has been chosen for the quantification of the

uncertainty of the measurement signal, which gave

UX = ±0.2 mW. Using this uncertainty, Eq. 6 was evalu-

ated and plotted as solid line.

The measurement signal falls below the noise level at

around 120 min. However, the minimum of the relative

uncertainty is reached later. It has been determined by

iteration to be around 240 min. At that time the value of the

measurement signal is 0.6 lW, i.e., two orders of magni-

tude below the standard deviation of the measurement

signal. Thus, the intuitive condition that a signal below the

noise level is meaningless and should be rejected is not

supported by this result.

Finally, the relative uncertainty is below 1% after

150 min. It rises over 1%, but only after a sampling time

of 600 min. The conceptual contribution of the length of

the interval of integration holds no significance for the case

investigated (although it rises constantly for n approaching

infinity (see Eq. 6)).

Although this uncertainty analysis has been performed

on a generalized basis, it should be emphasized that its

relevance is low for most applications of DSC because the

impact of the described issue decreases with a lower noise

level of the experimental setup used as well as with shorter

and higher peaks (which represent the most common

applications). However, in case of the investigation of

long-lasting, smeared heat effects it is recommended to

analyze the development of the relative uncertainty over

the length of the integration interval prior to evaluating the

data.

Experimental section

The measurements were conducted in order to determine

the heat of reaction of hydrothermal carbonization, a

reaction that lasts several hours (typically 4–6 h).

Apparatus and experimental procedure

A power compensated differential scanning calorimeter

from PerkinElmer (DSC-7) with stainless steel high pres-

sure capsules has been used for the calorimetric measure-

ments. The preparation, conduction, and evaluation of all

experiments followed ISO 11357-1:1997 and ISO 11357-

5:1999 using the isothermal method (test runs with tem-

perature scans could not achieve reproducible results).

Each test run was conducted with the nominal temperature

being held for 10 h to assure a completed reaction (the

reaction time was expected to be between 4 and 6 h). The

reference capsule was filled with the same mass of distilled

water as the sample mass. The tightness of both the ref-

erence and sample capsule was checked after each run by a

determination of the weight difference. The cooler tem-

perature was held at 20 �C by a thermostat/kryostat (Lauda

RC6CS). The nitrogen purge gas flow was set at 1.3 bar.

Materials for calibration (Indium and Tin) and glucose

were purchased as standard grade chemicals from Carl

Roth GmbH? Co. KG.

The determination of the water content of cellulose and

glucose was conducted according to the oven dry method

of DIN CEN/TS 14774-1:2004 (the sample was dried at

105 �C until stability of the mass was reached). This water

content was assumed to be constant, because the laboratory

was air-conditioned to meet reference conditions (20 �C,

relative humidity / = 40%; this assumption has been

checked by repeated determination of the water content at a

later stage of the experiments).

Evaluation method

It was decided to implement a self-written data evaluation

in order to keep control of some of the uncertainties con-

nected with the procedure. The recorded data from the

calorimeter already includes corrections of the temperature

and heat flow scales, the subtraction of the zeroline has

been performed after that correction. The start of the

interval of integration (i.e., the relevant length of the peak)

was determined by the initial transition effects. These have

been amplified by the use of the pressure capsules filled

with water, both of which exhibit an undesirably high heat

capacity. The transitional effects have been reproducible

with an acceptable precision (±0.5 mW) just after

90 s. The start of the interval of integration thus was set to

100 s.
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× 104
Time/s
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U
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Fig. 1 Development of the relative uncertainty of the calculation of a

peak area UY,rel over the length of the interval of integration. The

shape of the peak X(t) is illustrated to allow for an orientation
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Statistical methods were chosen to determine the end

of the interval of integration. A one-sample location test

(z-test) with a confidence interval of 95% was applied.

Statistically significant data (i.e., measured heat flow)

existed as long as following test condition T was met [10]:

T ¼ �x� l0

r0

ffiffiffi
n
p����
����[ z1�a=2 ð7Þ

The z value is fixed at z1-a/2 = 1.96 for a confidence

interval of 95% [10]. All other parameters have been

determined as follows: samples of 100 consecutive data

points have been evaluated (i.e., n = 100) and their mean

value, �x, calculated. The expected value l0 was determined

by the mean value of the data points of the last hour of each

run. The standard deviation r0 has been determined by the

reference experiments for the investigation of the zeroline

deviation mentioned below: the difference of two

consecutive runs (representing the procedure of ISO

11357-5:1999) has been calculated and the standard

deviation of the result determined. This procedure has

been performed six times in total and the highest standard

deviation (r0 = 0.067 mW) was used in Eq. 7.

The baseline was determined by the mean value of 1 h

of data points consecutive to the previously determined end

of the peak and assumed to be horizontal.

Results and discussion

The results of the heat of reaction of HTC of glucose and

its experimental uncertainty are illustrated in Fig. 2.

Table 1 summarizes the heat of reaction resulting from the

implemented evaluation method compared to an integra-

tion over the complete set of data. All data are only valid

for the chosen experimental setup.

It becomes evident that the standard deviation is

increased significantly by an integration over a longer

period. Simultaneously, the mean average decreases to

some extent. From statistics, one has to conclude that this

lower result is closer to the expected value due to the

consideration of additional measurement data. However,

this picture changes when physical considerations are

included. No endothermal reactions are expected after

initial hydrolysis, i.e., by considering heat flows that are

not accounted for due to the limited interval of integration,

the exothermal heat must rise. As this is not the case, it has

to be concluded that this difference in the mean average

stems from the deviation of the zeroline. Therefore, it could

be reasoned that the result from a shorter interval of inte-

gration is both more precise and closer to the expected

value than an integration of the complete set of data—even

though a part of the measurement information is not con-

tributing to the result.

Systematic errors

Different systematic errors have been determined and

quantified. In contrast to the previously discussed uncer-

tainty of the integration, they are only valid for the partic-

ular calorimeter and evaluation method used. Although

these systematic uncertainties are in a significant order of

magnitude, they compensate each other in this specific case.

Including systematic errors, the result of the heat of reaction

of glucose carbonized at 240 �C remains at -1060 J/g with

a standard deviation of 14%. Nevertheless, systematic

errors will be discussed briefly for completeness.

Integration offset

To quantify the systematic uncertainty connected with the

delayed start of the integration interval (see section

‘‘Evaluation method’’), the heat flow signal was assumed to

0
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Fig. 2 Development of the standard deviation and mean average of

the zeroline deviation of six reference runs at 240 �C over the length

of the run

Table 1 Results from the measurement of the heat of reaction of

hydrothermal carbonization of glucose at 240 �C comparing two

different methods of data evaluation

DH/J gdaf
-1 (z-test) DH/J gdaf

-1 (complete integration)

#1 -910 -890

#2 -1180 -1030

#3 -1180 -1190

#4 -850 -730

#5 -1180 -1200

#6 -1060 -970

Mean value -1060 -1000

r/% 14 18
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show exponential behavior. Any approximation to quantify

this amount of heat has to be inaccurate; it was chosen to

estimate its maximum value by the area described by a

linear interpolation between the value at the start of the

integration interval and zero (see also Fig. 3).

UY ;sys;offset ¼
_Qð100sÞ
� �

� 100s

2
ð8Þ

It differs for each test run and naturally increases at

higher temperatures due to an acceleration of the reaction.

Calculated values are within 10–30 J/g for glucose

carbonized at 240 �C.

Baseline correction

The baseline approaches the expected value of the noise

level very close due to the amount of data used for its

determination. Errors due to a horizontal baseline instead

of a more characteristic shape cannot be accounted for and

affect the final results significantly. However, a systematic

error can be quantified that stems from the condition used

for the determination of the end of the peak. This condition

systematically leaves a part of the heat flow unconsidered,

more precisely any set of data, whose sample mean is

below the criterion of the one-sample location test.

�x ¼
z1�a=2 � r0ffiffiffi

n
p ¼ 0:013 mW ð9Þ

Thus, the systematic error of the baseline determination

due to the condition for the peak end is characterized by a

rectangular area (see also Fig. 3).

UY ;sys;base ¼ 0:013 mW � tint ð10Þ

Depending on the length of the interval of integration

tint, the systematic error due to the baseline determination

was within 10–50 J/g.

Zeroline deviation

In addition to the previously mentioned short term noise

and long term drift of the zeroline, the repeatability of the

zeroline is of interest to determine its influence on the

measurement result. It is characterized by a peak-to-peak

scatter of ±0.627 mW. Moreover, the area of the zeroline

due to this deviation has been calculated as a function of

time. This calculation has been performed after the sub-

traction of two consecutive runs in order to achieve a result

that is meaningful for the experiments performed. The

baseline for this calculation has been determined by the

mean average of 1 h of data points starting from the point

to which the deviation has been determined (this procedure

has also been used for the evaluation of measurement data).

Six reference runs (zerolines) at 240 �C have been per-

formed in total. The mean value of the deviation of these six

zerolines as well as their standard deviation is shown in

Fig. 4. A steady rise of the standard deviation can be

observed which has been explained by Eq. 2. The mean

value of the zeroline tends to be below zero, with a maximum

of its absolute value around 360 min. It should be noted that

this is not the case for the individual zerolines, whose devi-

ation tends to rise over time. Both observations are consistent

with the theoretical considerations presented above.

The systematic zeroline deviation of a set of runs as

illustrated in Fig. 4 has been compensated for by a linear

approach within the range of 100–19,000 s (which repre-

sents the range of the interval of integration determined by

the used evaluation method in the case of glucose car-

bonized at 240 �C).

UY ;sys;zeroline ¼ �0:03 mW � t ð11Þ

The quantification of the zeroline deviation cannot be

assigned to a single experimental run because it has been

calculated as the mean value for a set of data, i.e., only its

Heat
flow

Measurement
signal

Area contribution
from each set
of data

Zeroline
subtraction

           Start of 
      integration
interval (100 s)

End of
integration
interval

Missing area
Virtual baseline

Baseline
correction

Zeroline

U
Y,sys,offset U

Y,sys,base

Δt Time

Fig. 3 Illustration of the

determination of the peak area

including the virtual baseline

and zeroline subtraction. Also,

the two systematic errors

UY,sys,offset and UY,sys,base are

shown. Note that the scales have

been adjusted individually to

increase the informative value

of the figure and do not

represent actual order of

magnitudes when compared

to each other
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mean average of -60 J/g includes valid information and is

subtracted from the mean average of the separately

corrected results of Table 1.

Leakage

In case a leak was detected after a run, the results were still

used when its influence on the result was acceptable. The

error due to a leak has been approximated by multiplying

the mass difference of the filled and sealed pressure capsule

before and after a run with the heat of evaporation of water

at 240 �C (1766 J/g [11]). Systematic errors due to leakage

have been accepted up to 50 J/g. In case of higher losses,

the experiment has been rejected.

Comparison/proof of consistency

The systematic errors discussed above can also be used to

correct the result of a complete integration (see Table 1). In

that case, the baseline correction UY,sys,base (see Eq. 10)

does not apply because the z-test has not been applied. It

should be noted that the systematic error due to the zeroline

deviation is much smaller (see Fig. 2) and its mean average

has been determined to -22 J/g. The result for glucose

carbonized at 240 �C using the method of complete inte-

gration including systematic errors is -1070 J/gdaf with a

standard deviation of 13%. It is concluded that the con-

sidered systematic errors represent the major errors that

occurred and that the methods are consistent to each other.

Additionally, this result supports the observation which has

been concluded from Table 1—the higher result must be

the one closer to the expected value.

Based on these results, the comparably high noise level

which has been observed for the used calorimeter (see

above) is regarded to have a negligible influence on the

measurement uncertainty compared to the influence of the

zeroline deviation.

Conclusions

In order to determine long-lasting (4–6 h) smeared heat

effects, power compensated differential scanning calorim-

etry has been applied. The standard deviation of the results

(around 10–20%) is high compared to the typical accuracy

of such measurements. The reason for this uncertainty is

mainly due to the zeroline deviation and its repeatability as

a specific characteristic of the experimental setup (high

thermal capacity due to pressure capsules and hydrother-

mal conditions, type of DSC).

The issue of defining a peak end for the smeared curve

has been addressed and it was shown by fundamental

theoretic considerations how the definition of the peak end

affects the propagation of uncertainties. There is an opti-

mum peak length after which the uncertainty rises due to

the propagation of uncertainties in sum operations. This

optimum is at a signal level within the noise level. To

evaluate the statistical significance of such low level sig-

nals, a one-sample location test (z-test) was successfully

applied as criterion. However, the contribution of this

uncertainty propagation is not significant compared to the

zeroline deviation for the presented case.

In addition, a set of systematic errors has been identified

and quantified for the presented experimental setup,

including the zeroline deviation, baseline correction,

leakage, and transient effects. The consistency of these

errors has been checked and it was shown that they rep-

resent the most significant contribution.

Hydrothermal carbonization of glucose at 240 �C has

been characterized by this particular experimental setup

with a heat of reaction of -1060 J/gdaf. This value has been

determined with a standard deviation of 14%.
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